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Czy sztuczna inteligencja jest wrogiem demokracji?

Is Artificial Intelligence an Enemy of Democracy?

ABSTRACT: The essay "Artificial Intelligence and Democracy” analyzes how the development of artificial
intelligence may threaten the foundations of democratic systems. The author points out that Al, with its abilities
to learn, analyze data, and create narratives, can take control over information—and, consequently, over social
consciousness. In the post-truth world, facts lose their meaning, while algorithms can shape voters' emotions
and beliefs. The example of “Prometheus” from Max Tegmark's book illustrates a possible scenario in which
superintelligence takes control of the media and politics, leading to global authoritarianism.

The author refers to thinkers such as Zuboff, Foucault, and Harari to show that data collection, content
personalization, deepfakes, and “information bubbles” restrict individual freedom and endanger the equality
of elections. Artificial intelligence, capable of influencing culture and social values, becomes a tool of both
“hard” and “soft” manipulation. The only real defense of democracy lies in education, critical thinking, and
awareness of threats. Ultimately—as the author emphasizes—it depends on humans whether Al becomes an
instrument of freedom or a tool of domination.

KEYWORDS: artificial intelligence, democracy, post-truth, disinformation, algorithms, information manipulation,
digital surveillance, superintelligence, information society, political security

STRESZCZENIE: Autor analizuje, w jaki sposéb rozwoj sztucznej inteligencji moze zagrozi¢ podstawom
systemdw demokratycznych. Wskazuje, ze sztuczna inteligencja dzieki zdolnosciom uczenia sie, analizowania
danych i tworzenia narracji moze przejac¢ kontrole nad informacja, a tym samym nad swiadomoscig spoteczng.
W sSwiecie postprawdy fakty tracg znaczenie, a algorytmy moga ksztattowa¢ emocje i przekonania wyborcow.
Przykiad ,Prometeusza” z ksigzki Maxa Tegmarka ukazuje mozliwy scenariusz, w ktérym superinteligencja
przejmuje wiadze nad mediami i polityka, prowadzac do globalnego autorytaryzmu.
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Autor przywotuje m.in. Zuboff, Foucaulta i Harariego, by pokaza¢, ze gromadzenie danych, personalizacja
tresci, deepfake'i i ,bariki informacyjne” ograniczajg wolnos¢ jednostki i zagrazajg réwnosci wyboréw. Sztuczna
inteligencja, mogac wptywac na kulture i wartosci spofeczne, staje sie narzedziem zaréwno ,twardej”, jak
i ,miekkiej” manipulacji. Jedyng realng obrong demokracji pozostaje edukadja, krytyczne myslenie i Swiadomos¢
zagrozen. Ostatecznie — jak podkredla autor — to od cztowieka zalezy, czy sztuczna inteligencja stanie sie
instrumentem wolnosci czy narzedziem dominadji.

SEOWA KLUCZOWE: sztuczna inteligencja, demokracja, postprawda, dezinformacja, algorytmy, manipulacja
informacja, nadzdr cyfrowy, superinteligendja, spoteczenstwo informacyjne, bezpieczenistwo
polityczne.

Wprowadzenie

Artykut stanowi probe oceny negatywnego wplywu sztucznej inteligen-
cji na demokracje. Pytanie o to, czy sztuczna inteligencja jest wrogiem demo-
kracji, stanowi element oceny zagrozen zwigzanych z rewolucja technologicz-
ng. Sztuczna inteligencja stanowi zwienczenie rozwoju technologii. Pojawienia
si¢ maszyn, ktére doréwnaja ludziom pod wzgledem inteligencji oczekujemy
od chwili wynalezienia komputera. Algorytmy majace zdolnos¢ do uczenia sie,
wnioskowania i planowania beda mogly rozwiagzac¢ rzeczywiste i abstrakcyjne
problemy [Bostrom, 2019].

Rozwdj technologiczny jest jednym z najwazniejszych megatrendéw wply-
wajacych na zmiany w otaczajacym nas $wiecie [Aleksandrowicz, 2020]. Zyjemy
obecnie w $wiecie technologii informacyjno-komunikacyjnych. Ludzie odbiera-
ja rzeczywisto$¢ za posrednictwem komputeréw. Wygoda jaka daja komputery
i potega komputerow sprawily, ze czlowiek utracil kontrole [Ramakrishanan,
2020]. Technologie informatyczne znajdujg zastosowanie praktycznie we wszyst-
kich aspektach zycia. Upowszechnienie Internetu oraz sieci spolecznoscio-
wych ulatwilo dostep do wiedzy. Czy jednak ufatwilo nam dostep do prawdy?

Wspdlczesny $wiat to $wiat postprawdy. Fakty maja dla nas mniejsze
znaczenie niz odwotlania do emocji i osobistych przekonan. Opowiesci i mity
staja si¢ wazniejsze od prawdy. Manipulowanie prawda nie jest juz pigtnowa-
ne. Ralph Keyes [ 2018] zauwazyl, ze ,,spryt pozwala nam wypracowaé wiele
uzasadnien do naginania prawdy, dzigki ktéorym mozemy oszukiwa¢ bez po-
czucia winy”. Fakty wydaja si¢ najwazniejsze w poznaniu prawdy. Jednak czy
zawsze ich zebranie pozwala na poznanie prawdy? Poznanie czlowieka nie jest
nieograniczone. Jordan Peterson [2021] stwierdzil, ze ,to czego nie mozemy
dostrzec, chroni nas przez tym, czego nie mozemy pojac’. Z tego wzgledu bu-
dowanie narracji jest koniecznoécig. Roland Barthes [1970] zaobserwowal, ze
»mit jest stowem”. Wlasciwos$cig mitu jest zmiana sensu w forme. Budowanie
opowiesci nigdy nie pozwala na ujecie calej zlozonosci problemu. Poznanie
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calej zlozonosci problemu uniemozliwia stworzenie mitu jako opowiesci. Czy
czlowiek ma zatem monopol na tworzenie opowiesci? W najblizszej przyszlo-
$ci moze straci¢ te przewage na rzecz sztucznej inteligencji.

Czym jest sztuczna inteligencja?

Mariusz Flasinski definiuje sztuczng inteligencje jako ,ceche sztucz-
nych systeméw umozliwiajaca im wykonywanie czynnosci, ktére w przypad-
ku cztowieka wymagaja inteligencji”. Inteligencja rozumiana jest jako pewna
wlasciwos¢ systemu. Sztuczna inteligencja moze przybierac forme silnej i stabej
sztucznej inteligencji [Searle, 1980]. Staba sztuczna inteligencja jest systemem,
ktory symuluje dzialanie umystu bez pelnego zrozumienia realizowanych czyn-
nosci, natomiast silna jest systemem, ktdry dziala jak umyst. Sztuczna inteli-
gencja przewyzszajaca mozliwosci umystu czlowieka zostata przez Nicka Bo-
stroma [2019] okreslona jako superinteligencja. W kazdym przypadku jednak
system przybiera posta¢ algorytmu.

Algorytm to przepis postepowania prowadzacy do rozwigzania ustalo-
nego problemu. Rozwdj technologiczny nie bylby mozliwy bez wykorzystania
algorytmow [Fry, 2019]. To one stworzyly konstrukcje i mechanike wspolcze-
snego $wiata. Zautomatyzowane techniki poznaly nasze upodobania i antypa-
tie. Wykorzystanie algorytméw dalo niewiarygodne efekty. Zastosowanie tech-
nik obliczeniowych umozliwilo rozwigzanie wielu probleméw wspolczesnego
$wiata. Automatyzacja rozwigzan spowodowata powstanie innych zagrozen.
Zbieranie wielu informacji przez algorytm w celu podjecia decyzji umozliwi-
to naruszenia prywatnosci. W zlozonym $wiecie nie jest mozliwe zbudowanie
doskonalego systemu decyzyjnego. Zawsze moga pojawi¢ si¢ nowe informa-
cje niedostepne w chwili projektowania algorytmu. Peter Galison [2020] sfor-
mulowal wniosek, ze mechanistyczna obiektywnos¢ algorytmu czasem moze
okaza¢ si¢ niszczaca dla sprawiedliwoéci. W praktyce, na przyklad, na pod-
stawie adresu zamieszkania automatyczne systemy decyzyjne w amerykanskim
sadownictwie profilowaly rasowo podejrzanych o przestepstwa. Z tego wzgle-
du konieczna jest odpowiedz na pytanie, jak silna sztuczna inteligencja moze
wplynaé¢ na otaczajacy nas $wiat.

Opowies¢ o zespole Omega

Max Tegmark [Tegmark, 2019] stworzyl opowies¢ o zespole Omega
funkcjonujagcym w ramach pewnej korporacji. Miata ona pewna przewage
konkurencyjna, uzyskang dzieki zastosowaniom stabej sztucznej inteligencji.
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Umozliwialo to finansowanie zadan realizowanych przez zespél. Rola tej ko-
morki bylo stworzenie silnej sztucznej inteligencji. Nastepnie historia przed-
stawia jaki efekt zespot Omega uzyskal, tworzac sztuczng intencje nazwang
Prometeusz. Prometeusz byl algorytmem umozliwiajacym tworzenie sztucz-
nej inteligencji. Dzigki temu program miat zdolno$¢ do samodoskonalenia.
Wszystkie dzialania zwigzane z algorytmem prowadzone byly jednak w ta-
jemnicy. Poza zespolem Omega nikt nie wiedzial o powstaniu silnej sztucz-
nej inteligencji. Program szybko opanowat rozwigzywanie prostych zadan na
outsourcingowej platformie Amazona Turk. Pozwolilo to na zebranie srodkéw
na kolejne dziatania.

Wykorzystujac mechanizmy maszynowego uczenia si¢, algorytm opa-
nowal tworzenie tresci medialnych. Dzigki nabytym umiejetnosciom stworzyt
wiele seriali animowanych dla kazdej grupy odbiorcéw. Dzieta byly prezento-
wane przez nowo powstaly serwis internetowy. W krétkim czasie serwis stal
sie $wiatowym liderem sieci medialnych. Sukces wywolal jednak spekulacje, ze
tresci na nim obecne zostaly stworzone przez sztuczng inteligencje. Przepro-
wadzone dzialania dezinformacyjne pozwolily na ukrycie prawdy.

Zespot Omega poszerzyl zakres dziatalno$¢ biznesowej wspieranej przez
Prometeusza. Wykorzystanie silnej sztucznej inteligencji o ponadludzkich moz-
liwosciach umozliwilo powstanie catej gamy nowych technologii. System zre-
wolucjonizowal réwniez nauczanie, przygotowujac spersonalizowane kursy
oraz szkolenia. Algorytm pozwolil takze na powstanie calej klasy prostych
robotéw, ktdre stopniowo zastapily wiekszo$¢ pracownikéw. Program fagodzit
skutki zachodzacych zmian i znakomicie rozpoznawal potrzeby spoleczenstwa.
Wspieral takie dziatania, ktére maksymalizowaly zadowolenie ludzkosci.

Po zbudowaniu potegi ekonomicznej, sztuczna inteligencja zostala wy-
korzystania do rozbudowy serwisu medialnego o kanaly informacyjne. Nie-
ograniczone $rodki finansowe umozliwily zbudowanie globalnego imperium
medialnego. Kanaly informacyjne opierajac si¢ na strategii sztucznej inteli-
gencji oraz posiadanych zasobach zyskaly renome obiektywnych i rzetelnych.
Pozwolilo to na wprowadzenie do przekazu manipulacji. Z nowych mediéw
poplynely sugestie nowego programu politycznego. Dzialania wspierane by-
ty przez przygotowywane seriale oraz filmy. Strategia polityczna opracowana
przez Prometeusza pozwolita na wyeliminowanie konkurencji. Zniszczyla za-
plecze partii prawicowych oraz zrealizowala cele partii lewicowych. Polityka
ta realizowana byla we wszystkich panstwach $wiata. W efekcie zespdt Ome-
ga dokonal najbardziej dramatycznej zmiany w historii ludzkosci. Cala plane-
ta byla zarzadzania przez pojedynczy osrodek wladzy wspierany przez super-
inteligencje. Czy przedstawiona opowie$¢ moze by¢ zrealizowana w praktyce?
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Wydaje si¢ niestety, ze tak. Czy taki cyfrowy $wiat moze by¢ nadal domem
cztowieka? [Zuboft, 2020].

W jaki sposdb sztuczna inteligencja zagraza demokraciji?

Sztuczna inteligencja moze w znacznym stopniu ograniczy¢ wolnos¢ wy-
boru. Technologie informatyczne umozliwiaja korporacjom oraz panstwom na
pozyskiwanie nieograniczonych informacji o cztowieku i jego zachowaniu. Inne
technologie pozwalaja przeksztalci¢ te informacje w wiedz¢. Wiedza z kolei umoz-
liwia wywieranie wplywu na czlowieka. Wiedza pozwala nie tylko oddziatywac¢ na
podejmowane przez niego decyzje konsumpcyjne lecz takze wybory polityczne.

Nie jest to jednak wylgcznie teoretyczna mozliwos¢. Afera Cambridge
Analytica pokazala jak niebezpieczna jest propaganda wspierana algorytma-
mi. Dane pozyskane z serwisu spolecznosciowego w znaczacy sposéb wply-
nely na wynik wyboréw prezydenckich w Stanach Zjednoczonych. Stosunko-
wo proste algorytmy analizy danych umozliwily podjecie dziatan, w efekcie
ktérych wybory wygral Donald Trump. Jak bardzo kreowatyby wyniki wybo-
réw, gdyby w propagandzie wykorzysta¢ narzedzia duzo bardziej zaawanso-
wane technologicznie.

Pozyskiwanie nadmiernych informacji przez algorytmy opisata Shosha-
na Zuboft [2020]. W jej koncepcji ludzkie doswiadczenie staje sie ,,darmowym
surowcem do produkcji danych behawioralnych”. Czes¢ zbieranych informa-
cji wprawdzie stuzy ulepszeniu produkcji débr i ustug, jednak jej zdecydowa-
na wigkszos$¢ jest wykorzystywana jako ,nadwyzka behawioralna” przez kor-
poracje. Zebrane informacje za pomoca metod tzw. uczenia maszynowego sa
przetwarzane w produkty analizy predykcyjnej. Analiza predykcyjna pozwala
przewidzie¢ co dany czlowiek zrobi w przysztosci. Wiedza ta stanowi towar
nabywany przez inne korporacje. Czy takie dziatanie nie jest jednak realiza-
cja idei panoptykonu Jeremyego Benthama? Algorytmy pozwalaja na groma-
dzenie szeregu informacji o czlowieku. Jednocze$nie nie wie on, czy jest ob-
serwowany czy tez nie, oraz jakie s3 intencje obserwatora. Michael Foucault
[2020] stwierdzil, ze gtéwnym efektem panoptykonu jest wzbudzenie $wia-
domosci mozliwosci bycia widzialnym, ktére daje wladze obserwujacego nad
obserwowanym. Czy koncerny i panstwo nie staly sie straznikami cyfrowego
wiezienia? Nadmierne nadzorowanie réwniez negatywnie wptywa na funkcjo-
nowanie demokracji. Lek przed obserwacja moze powodowac samoogranicza-
nie dzialan podejmowanych przez czlowieka.

Metody sztucznej inteligencji moga wspiera¢ dziania dezinformacyj-
ne. Algorytmy moga personalizowaé otrzymywane przez czlowieka tresci.
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Zjawisko to nastepuje nawet samoistnie. Filtrowanie tresci dostepnych dla
uzytkownika jest jednym z efektéw ubocznych mediéw spotecznosciowych.
Mechanizmy wykorzystywane w takich serwisach sprawiaja, ze ludzie funk-
cjonuja w tzw. bankach spofecznosciowych. Uzytkownik otrzymuje informa-
cje zgodne ze swoimi pogladami. Z tego wzgledu nie ma dostepu do wia-
domosci prezentujacych inny punkt widzenia. Dlugotrwale funkcjonowanie
w takiej banice moze prowadzi¢ do izolacji spotecznej. Zjawisko to negatyw-
nie wplywa réwniez na polaryzacje spoleczng. Algorytmy za pomoca tzw. de-
epfake moga tworzy¢ falszywe zdjecia oraz filmy. Moga generowac lub prze-
kazywa¢ dalej informacje, zastepujac tzw. farmy trolli. Te rodzaje manipulacji
mozna okregli¢ jako manipulacje twardg. Sztuczna inteligencja bezposrednio
wplywa na podejmowane przez czlowieka decyzje, dostarczajac lub blokujac
informacje potrzebne do jej podjecia. Czy mozliwa jest jednak glebsza inge-
rencja w preferencje ludzi?

Yuval Noah Harari [2023] postawil teze, Ze sztuczna inteligencja w chwi-
li, gdy posiadla zdolnos¢ do postugiwania si¢ stowem, wltamata sie do cy-
wilizacji czlowieka. Jezyk jest materialem, z ktérego zbudowana jest kultu-
ra. Sfowo stanowi tworzywo wszystkich artefaktow kultury. Artefakty kultury
stworzyli ludzie, opowiadajac histori¢ i piszac prawa. Cywilizacja czlowieka
opiera si¢ zatem na opowiesciach. Wszystkie wartosci jakie tworza wspodlcze-
sny $wiat nie powstaly w wyniku ewolucji czlowieka jako gatunku biologicz-
nego lecz zostaly wytworzone przez jego mysl. Zrédlem wszystkich osiggnieé
ludzkosci, takich jak demokracja, prawa czlowieka czy religia, jest zatem sto-
wo. Rozwoj technologii sztucznej inteligencji sprawil, ze ludzie utracili swéj
monopol na tworzenie mysli. Jakie bylyby zatem efekty dzialania sztucznej
inteligencji, gdyby wykorzysta¢ ja do masowej produkcji tresci politycznych,
falszywych opowiesci, ewangelii nowych religii czy innych artefaktéw kultu-
ry. Jak bardzo wykreowany w ten sposdb obraz rzeczywistosci mogtby wply-
na¢ na wybory polityczne cztowieka. Treéci polityczne, opowiesci czy religie
mozemy weryfikowa¢. Kazda idea moze by¢ poddana krytyce. Co staloby sie,
gdyby sztuczna inteligencja stworzyla co$ innego, pozwalajacego na wniknie-
cie w otaczajacy nas $wiat?

Richard Dawkins [2022] stworzyl pojecie memu. Wyjatkowos¢ cztowieka
jako gatunku wynika z kultury. Przekaz kulturowy podlega procesowi ewolu-
cji, co upodobnia go do przekazu genetycznego. Jego przemiana nastepuje jed-
nak znacznie szybciej. W tym podejsciu mem stanowi podstawowa jednostke
przekazu kulturowego. Replikacja memu odbywa si¢ w formie nasladownictwa.
Z tego wzgledu bardziej istotng cecha od trwalosci memu jest jego ptodnosc.
Plodno$¢ oznacza szybko$¢ jego rozprzestrzeniania si¢. Mem, w przeciwienstwie
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do genu, moze by¢ przekazywany w postaci zmodyfikowanej. Dodatko-
wo miedzy memami zachodzg interakcje powodujace tworzenie nowych.
Co by sie stalo, gdy sztuczna inteligencja miala mozliwos¢ wprowadzenia do
kultury stworzonych przez siebie meméw? Czy niewielkie zmiany wprowa-
dzane przez sztuczng inteligencje w przekazie kulturowym doprowadzilyby do
istotnych zmian?

Jaka moze by¢ sita niewielkich zmian w zlozonym systemie wyjasnia
teoria chaosu. Edward Lorenz [1993], budujac modele pogody zauwazyt, ze
niewielkie modyfikacje danych zrédtowych powodujg znaczne réznice w wy-
nikach tworzonych prognoz. Odkryl on, ze wyniki uzyskiwane z modelu
opartego na deterministycznych zalozeniach w dluzszym okresie czasu moga
wydawac si¢ losowe. Znikoma réznica w danych wejsciowych powoduje nie-
proporcjonalnie duze zmiany w jego wynikach. Cecha ta okazata si¢ charakte-
rystyczna dla wszystkich zlozonych systemoéw, ktére mozna opisa¢ za pomocg
réwnan roézniczkowych lub réznicowych. Zaobserwowana przez niego prawi-
diowos¢ weszta do kultury pod nazwa efektu motyla. Sztuczna inteligencja
posiadajac znacznie wigksze mozliwosci przetwarzania danych, moze znacz-
nie szybciej oceni¢ wplyw niewielkiej zmiany na system. Bedzie zatem w sta-
nie przewidzie¢, jak nawet niewielka zmiana wplynie na tak ztozony system
jak spoleczenstwo. Wprowadzony do kultury mem bedzie mégl wydawa¢ si¢
nieznaczacy, jednak wywola on nieproporcjonalny efekt.

Wplyw sztucznej inteligencji na zachowania przez kreowanie kultury
mozemy okresli¢ jako rodzaj miekkiej manipulacji. Wplyw ten moze by¢ mniej
widoczny niz przedstawiona wcze$niej manipulacja twarda. Manipulacja migk-
ka moze wplywac na system wartosci cztowieka, ktory decyduje o odbiorze
konkretnych informacji. Z tego wzgledu znacznie silniej wplywa na decyzje
podejmowane przez spoleczenistwo. Trudniej bedzie réwniez jej przeciwdzialac.

Juz samo dysponowanie systemem sztucznej inteligencji przez je-
den z komitetéw bioracych udzial w wyborach, daje mu znacznie wieksze
mozliwosci niz konkurencji. Nawet slaba sztuczna inteligencja bedzie mo-
glta modelowa¢ spoteczenstwo. Pozwoli ona na weryfikacje strategii poli-
tycznej bez ponoszenia ryzyka. Bedzie w stanie okresli¢, jaki rodzaj prze-
kazu najlepiej wptynie na preferencje wyborcze spoteczenstwa. Nie bedzie
obarczona ryzykiem niepewnosci co do efektéw dziatan podejmowanych na
podstawie sondazy. Taka technologia w oczywisty sposob naruszy réwnosc¢
wyborow.

Pierwotne zalozenie wskazywalo, ze dziatania podejmowane przez sztucz-
ng inteligencje beda opieraly sie na wiedzy pozyskanej w wyniku obserwacji
spoteczenstwa. Ten rodzaj informacji mozna okresli¢ jako wiedz¢ empiryczna.
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Wiedza wykorzystywana przez sztuczng inteligencje moze pochodzi¢ réwniez
z innych Zrédel. Z jednej strony sztuczna inteligencja moze wykorzystywaé
wiedze stworzong przez cztowieka, ktéra mozna okresli¢ jako ,reguly gry”. Ka-
tegoria ta bedzie obejmowacé m.in. wszystkie prawa nauk spotecznych i przy-
rodniczych. Z drugiej strony dysponujac danymi empirycznymi oraz regutami
gry, sztuczna inteligencja bedzie mogta przeprowadza¢ samodzielnie ekspery-
menty myslowe. Jej zasoby moga zapewni¢, ze uzyska ona lepsze wyniki niz
czlowiek. Jak bardzo efektywne bedzie takie dziatanie obrazuje przyklad za-
stosowania metod uczenia maszynowego w szachach. Pierwotnie algorytmy
uczyly si¢ gry, analizujac partie szachow rozgrywane w przesztosci przez lu-
dzi. Nastepnie powstaly programy bazujace na tzw. glebokim uczeniu. Algo-
rytm uczy si¢ szachow, grajac ,sam ze sobg’. Programy oparte na samodziel-
nej nauce wygrywaja juz z programami opartymi na historycznych partiach
[Ramakrishanan, 2020].

Omowiony mechanizm wplywu sztucznej inteligencji na spoteczenstwo
mozna przedstawi¢ na nastepujacym schemacie:

manipulacja twarda manipulacja migkka
> Spoteczenistwo <
obserwacja
Informacje Artefakty kultury
Propaganca przetwarzanie budowanie
Y
Wiedza empiryczna Memy
A
pozyskiwanie
Y
tworzenie tworzenie
Sztuczna i j
przeprowadzanie pozyskiwanie
Eksperymenty < Reguly gry

Ryc. 1. Mechanizm wptywu sztucznej inteligengji na spoteczenstwo
Zrodto: opracowanie wiasne.
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Przedstawione mechanizmy manipulacji mogg by¢ réwniez wykorzysty-
wane przez ludzi. Sztuczna inteligencja ma jednak znacznie wigkszy potencjal
poznawczy. Zautomatyzowane systemy analizy s3 w stanie szybciej formuto-
wac wnioski niz analitycy. Bazy danych przechowuja wigkszy zasob informa-
¢ji niz ludzki moézg. Szybkos¢ dostepu informacji przez komputer bedzie wigk-
sza niz przez czlowieka. W okreslonym czasie cztowiek moze zapozna¢ sie
z mniejszg liczba m.in. ksigzek niz algorytm. Z tego wzgledu sztuczna inteli-
gencja w standaryzowanych dzialaniach bedzie dziatala szybciej i efektywniej.
Przewaga czlowieka w tej chwili wynika przede wszystkim z komunikacji, kry-
tycznego myslenia, kreatywnosci oraz kooperacji. Jednak rozwdj technologii
moze sprawdzié, ze sztuczna inteligencja rozwinie réwniez krytyczne mysle-
nie czy kreatywnosc.

Yuval Noah Harari [2018] zauwaza ponadto, Ze demokracja jest wyjat-
kiem a nie normg w historii. Demokracja jego zdaniem mozliwa jest wylacz-
nie wtedy, gdy istnieja pewne warunki technologiczne. Rozwdj technologicz-
ny sprawia jednak, ze oddalamy si¢ od tych warunkéw. Sztuczna inteligencja
sprawi, ze powstanie nowa klasa spoteczna. W kazdym spoteczenstwie funk-
cjonujg osoby, ktorych umiejetnosci okaza si¢ niewystarczajace do znalezienia
dobrze platnej pracy w takim $wiecie, ale nadal bedg miaty wladze politycz-
na. Ich znaczenie w spoleczenstwie znacznie zmaleje, a zjawisko to wykorzy-
stajag prawdopodobnie autorytarni populisci.

Autorytaryzm dzieki technologii uzyska réwniez przewage w zakresie
wykorzystania informacji. Dotychczas, w systemach demokratycznych, wolno$¢
stowa pozwalala na wigksza efektywno$¢ przetworzenia informacji w wiedze.
Sytuacje te zmieni wykorzystanie sztucznej inteligencji. Brak poszanowania
praw czlowieka w zakresie zbierania danych, pozwoli na lepsze wykorzystanie
informacji systemom autokratycznym. Juz wspolczesna technologia pozwala
Chinom na cenzure informacji: nie jest mozliwe w tym kraju wyszukanie in-
formacji o masakrze na Placu Niebianskiego Spokoju. Podejrzewa si¢ rowniez,
ze w panstwie tym wykorzystuje sie mechanizmy automatycznego rozpozna-
wania twarzy i emocji wobec mniejszosci narodowej Ujgurow.

Jak mozemy obroni¢ demokracje
przed negatywnym wptywem sztucznej inteligencji?

W jaki sposéb mozemy ograniczy¢ wplyw sztucznej inteligencji na wy-
bory cztowieka? Ochrona spoleczenstwa przed wplywaniem na demokracje
sztucznej inteligencji moze przybiera¢ posta¢ edukacji, regulacji oraz transpa-
rentnosci rozwigzan.
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Sztuczna inteligencja

Tarcza

Edukacja Regulacja Transparentnos¢

Spotleczenstwo

Ry. 2. Mechanizm wptywu sztucznej inteligencji na spoteczenstwo
Zrédto: opracowanie wiasne.

Czy transparentno$¢ sztucznej inteligencji jest mozliwa. Wedtug Georgea
Dysona [2020] system, ktory przejawia inteligencje, musi by¢ na tyle zlozo-
ny, ze bedzie mozliwe, by go zrozumiec. Stworzenie sztucznej inteligencji nie
wymaga zrozumienia mechanizmu jej funkcjonowania. Systemy przejawiajace
inteligencje beda zbyt ztozone, aby do konca pozna¢ mechanizmy ich wnio-
skowania. Z tego wzgledu niemozliwy jest nadzor nad algorytmami sprawo-
wany przez czlowieka.

Istotg regulacji jest mozliwo$¢ zablokowania rozwoju niebezpiecznej
sztucznej inteligencji. Czy mozemy wylaczy¢ system sztucznej inteligencji, kie-
dy stanie sie on zagrozeniem? Norbert Wiener [1971] zauwazyl, ze czlowiek
nie bedzie w stanie rozpozna¢ momentu, w ktérym sztuczna inteligencja sta-
nie si¢ niebezpieczna. Sztuczna inteligencja przewyzsza cztowieka pod wzgle-
dem szybkosci dziatania. Zdolno$¢ ta przeciwstawiana jest mozliwosci ludzko-
$ci rozpoznania i przemyslenia oznak niebezpieczenstwa. Dlatego niemozliwe
jest wylaczenie systemu sztucznej inteligencji, kiedy stanie sie on zagrozeniem.

Jedyna droga wydaje si¢ edukacja spoleczenstwa — rozumiana szeroko
zaréwno jako przekazywanie informacji o metodach weryfikacji prawdziwo-
$ci informacji, metodach wychodzenia z ,baniek informacyjnych” oraz dzia-
tania uswiadamiajace istniejace zagrozenia.

Podsumowanie

Daniel Dennett [2017] zauwazyl, ze ludzka inteligencja jest mechani-
zmem przetrwania. Ludzki mdzg jest rezultatem procesu ewolucji. Inteligencja
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czlowieka nie jest zatem cechg wyjatkowa lecz stanowi wylacznie wynik pro-
cesu adaptacji. Myslenie umozliwia cztowiekowi poznawanie otaczajacego go
$wiata, przewidywanie przyszlosci oraz sprostanie nieoczekiwanym zdarze-
niom. Z tego wzgledu uznali$my, ze ta umiejetnos¢ definiuje nasza egzysten-
cje. Lek przed przejeciem tej umiejetnosci przez sztuczng inteligencje jest za-
tem lekiem przed przejeciem naszej tozsamosci.

Najwigksza przewaga ewolucyjng czlowieka jest zatem zdolno$¢ kreatyw-
nego myslenia. My¢l stanowi zréddlo wszystkich osiagnie¢ ludzkosci, takich
jak indywidualizm, demokracja, prawa cztowieka czy wolny rynek. Dotych-
czas czlowiek mial monopol na jej tworzenie. Jednoczesnie ludzie od zawsze
obawiali si¢ konfrontacji z inng inteligentng forma zycia. Teraz technologia
sprawia, ze nasze obawy mogg sta¢ sie rzeczywistoscig. Rozwdj sztucznej in-
teligencji dokonuje przetomu w uktadzie sit. Na ziemi pojawila si¢ inna inte-
ligenta forma Zzycia.

Mysl bywa jednak niebezpieczna. Isaiah Berlin, prowadzac badania nad
istota wolnosci, zidentyfikowal mysli stanowigce jej zagrozenie. Z tego wzgle-
du wskazal jako ,wrogéw wolnosci” szesciu filozoféw: Helwecjusza, Rousseau,
Fichtego, Hegla, Saint-Simona oraz Maistrego. Mysl stworzona przez kazdego
z nich moze prowadzi¢ do autorytaryzmu [Berlin, 2019]. Skoro nawet ludzka
mysl moze prowadzi¢ do autorytaryzmu, to czy tak samo nie bedzie z mysla
stworzong przez sztuczng inteligencje.

Przeprowadzony eksperyment myslowy pokazuje, ze sztuczna inteli-
gencja moze by¢ zagrozeniem dla demokracji. Sposdb, w jaki bedzie rozwija-
na, wdrazana i uzywana, zadecyduje o tym, czy stanie si¢ narzedziem tyranii,
czy zrenicg wolnosci. Wplyw sztucznej inteligencji na porzadek wspolcze-
snego $wiata i panstwa nie jest mozliwy do przewidzenia. Niemozliwe wy-
daje sie rowniez stworzenie mechanizméw ograniczajacych skutecznoé¢ dzia-
tania sztucznej inteligencji. Jednoczesnie zdolnosci do tworzenia propagandy
i dezinformacji przez algorytmy sa o wiele wigksze niz przez cztowieka. Czy
w przysztosci sztuczna inteligencja bedzie w stanie tworzy¢ programy wybor-
cze, ktére beda pozwalaly na wygranie wyboréw i przejecie wladzy. Co be-
dzie, gdy sztuczna inteligencja stanie si¢ lepsza od czlowieka w tworzeniu nar-
racji czy idei. Czy przedstawiona przez Maxa Tegmarka opowies¢ zrealizuje
sie? Kluczowym pytaniem stanie sie ,,Czy wszyscy bedziemy pracowa¢ dla in-
teligentnej maszyny, czy tez bedziemy mieli inteligentnych ludzi przy maszy-
nie?” [Zuboft, 2020].

25



Andrzej Kopec¢

Bibliografia

Aleksandrowicz T. (2020), Kluczowe megatrendy w bezpieczenstwie paristwa XXI wieku.
Warszawa: Difin.

Barthes R. (1970). Mit i znak. Warszawa: Pafistwowy Instytut Wydawniczy.

Berlin 1. (2019). Zdradzona wolnosc. Jej szesciu wrogow. Warszawa: Wydawnictwo Aletheia.

Bostrom N. (2019). Superinteligencja. Scenariusze, strategie, zagrozenia. Gliwice: Helion SA.

Dawkins R. (2022). Samolubny gen. Warszawa: Proszynski i S-ka.

Dennett D. (2017). Od bakterii do Bacha. O ewolucji umystow. Krakéw: Copernicus Center Press.

Dyson G. (2020). Trzecie prawo (55-61). W: J. Brockman (red.), Czlowiek na rozdrozu. Sztucz-
na inteligencja - 25 punktéw widzenia. Gliwice: Helion SA.

Foucault M. (2020). Nadzorowa¢ i karaé. Narodziny wiezienia. Warszawa: Aletheia.

Fry H. (2019). Hello world. Jak by¢ czlowiekiem w epoce maszyn. Krakéw: Wydawnictwo
Literackie.

Galison P. (2020). Algorystéw marzenie o rzeczywistoéci (251-259). W: Czlowiek na rozdrozu.
Sztuczna inteligencja — 25 punktow widzenia. Gliwice: Helion SA.

Harari, Yuval Noah. ,Why Technology Favors Tyranny.” The Atlantic, 1, 1-15.

Keyes R. (2018). Czas postprawdy. Nieszczeros¢ i oszustwa w codziennym zyciu. Warszawa:
Wydawnictwo Naukowe PWN.

Lorenz E. (1993). The Essence of Chaos. London: UCL Press.

Peterson J. (2021). Mapy sensu. Architektura przekonar. Wroctaw: Freedom Publishing.

Ramakrishanan V. (2020). Czy komputery stang si¢ naszymi panami? (201-211). W: J. Brock-
man (red.), Czlowiek na rozdrozu. Sztuczna inteligencja - 25 punktéw widzenia.
Gliwice: Helion SA.

Searle J. (1980). Minds, Brains, and Programs. Behavioral and Brain Sciences, 3, 417-457.

Tegmark M. (2019). Zycie 3.0. Czlowiek w erze sztucznej inteligencji. Warszawa: Proszynski i S-ka.

Wiener N. (1971). Cybernetyka czyli sterowanie i komunikacja w zwierzeciu i maszynie. Warszawa:
Panistwowe Wydawnictwo Naukowe.

Zuboft S. (2020). Wiek kapitalizmu inwigilacji. Walka o przyszlos¢ ludzkosci na nowej granicy
wladzy. Poznan: Zysk i S-ka.

Netografia

Harari, Yuval Noah (2023), Yuval Noah Harari Argues That Al Has Hacked the Operating System
of Human Civilisation. https://www.economist.com/by-invitation/2023/04/28/yuval-noah-
harari-argues-that-ai-has-hacked-the-operating-system-of-human-civilisation.



